**Newton Verfahren**

Erklärung:

Mit dem Newton-Verfahren (oder auch Newton Raphson Verfahren) kann man die Nullstellen einer Funktion näherungsweise bestimmen. Beim Newton Verfahren wird ein Anfangswert in eine Formel und anschließend das erhaltene Ergebnis erneut in die Formel eingesetzt. Führt man das fort, so erhält man im Idealfall ein immer besseres Ergebnis für eine Nullstelle der Funktion. Die Berechnung der Nullstelle erfolgt also näherungsweise. Ein solches Verfahren nennt man Iterationsverfahren.

Formel:

Die Formel für das Newton-Verfahren sieht folgendermaßen aus:

![x_{n+1}=x_n-\frac{f(x_n)}{f'(x_n)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI8AAAAdCAQAAAA5xPdQAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQflAgURKTJWNoTvAAADHElEQVRo3uWZ/1XjMAzHP7rHAD5GMBsE2CBskB4b+DZIZwgbpCOQ26Dd4AgbtDcBtBvo/nDzCxKahOaVV+T38hzXkmL7K1lSUb5LIyToMSuuv/3grEkyScUCiCXQ5x4sK3HVy1lvjzj+cokFINGHPjz6zJ2Y6vWMGzl237OkA4zQnb1xiZGYgFACAALy/XggsaT+2YGfFbNvgB4C8rKfEFauF8dSYd2NurNHD3DDU9m3vAKI0Qfgmgz0qpPTFJ2LU69hQrouDAr85oDuAAhJQIzuQGJgA9ia696VvVObwITGtaziHGIiRcGRELBVMDiFAMMWUzcoheW3MK5anLPiFoANL1jmEvNLF6DPWBa6k6AyRAmo+E59xpNhx9TxUEfEm3kxkX+WzjspwoE9eiSSWDKxEorruu6moWk0i5WckKa8RKLWyVesgA23hfMG3dTQQ0CoEJETYdn2yUwOnl3KsqW5N7Mm0FzqT1pwYntwNnKucoAIVTDNnw8KC5sQHriIT2geZ3BDOUQLQKZc6owDJInO66bBhlzlk6bQSzNIyLxleLa/rP0cPSxnEJU7u/VX3yHQvhvRT59pL81Hws/AosaFGJw+SIBhBSBOF2JwXJFyg2GnixGIyKrIs0bLetY8jebaF7yS6KYI/2Bf1OiTt6/EFboda4WYNUbBYRQihS1Owb65Ho+InmGaB8uOyQgVTPWFZL35M++nBMucnCfgnhdWPpQSwz/9CRJxrzMxJPt9Df1Jsy5OQXSs75EemkdjJ2fmr2dx3Hk5Ypnr7578IVYXdIWFRB4nZE2/MIXv6ad5gARDjOK8l6lSC6IisCAgJvXPTilLv7r2H1Mvim0zEmjbnuHX5YeL69A8SEa9lFFGy2OKGl05l+URgEdx/OmGoCR0x6PjqJfmA1SWMiQs3cK4osbQsz2uKU3TCgS+G61d6qyxRaBITExE1LCT/APj6lR8VEOabHuWbdHNmKLGwIJGPUL9wnTT+pfNmKLGqU96AuyYrohpeFHjzMphraWMioYXNU591kfHTkspo4GTQUWNo6e4X52qDKwP/QdgUJkJoA6hKwAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjEtMDItMDVUMTc6NDE6NTArMDk6MDCf1mepAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDIxLTAyLTA1VDE3OjQxOjUwKzA5OjAw7ovfFQAAAABJRU5ErkJggg==)

Die Formel wird Iterationsformel genannt. ![x_{n+1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAANCAQAAACJdh+UAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQflAgURKTMhMbR5AAAA7UlEQVQoz5WT0U3EMBBE3yAKMC24hCA6yHVgdB2YDpwaQgdpgbsOuBIIHURXAQodDB/JT8QFEvtrZ7UzOyNbBpSIPNEQiTz6hf3HUFEbEj2JyEhl9l4MxRgSNoSp2jxe0880M9Bx2jDWLqpEhZc0I2kDTffbjjF3CiqgisAFQBkUVNSpUlZR3pZxZjAUBoIhEwzJMJINcfL+3zYi0tDzARz54uJPAAWufgAljn5WoJ1F62lnBr9OgGzBWgZp0uW0TGw1mxWrB/pJ3WeVv1NRgPuVXqQB4E2Z8ypBzQFo9b73tXa3cXnX11Hw9y38B5P4Aavt/djNAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAyMS0wMi0wNVQxNzo0MTo1MSswOTowMDmhbB0AAAAldEVYdGRhdGU6bW9kaWZ5ADIwMjEtMDItMDVUMTc6NDE6NTErMDk6MDBI/NShAAAAAElFTkSuQmCC) ist der neue Wert, der berechnet wird und ![x_{n}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAALCAQAAADYHhWPAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQflAgURKTS/VSHaAAAAoUlEQVQY03XPUW3DQBCE4c8MXAoHwVUZFMJVYXBl4GA5DIHQQqjLICqCyhCmD85D48i7LzvaX5qZIRiq4sVZUTzn3X7C5DVUi6pYTXG/whyhShg39QDdju7y+N5Dq3oIbQYmMUZom6lu0sxa0FzD7GoMzRhqWLVQLDEozhZfOPn1mW8YRj95YqhOeTtKUfUIF/Vf8B3Uta1OmI+gj1uNril/q2yRSn05B+kAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDIxLTAyLTA1VDE3OjQxOjUyKzA5OjAwCEl2gAAAACV0RVh0ZGF0ZTptb2RpZnkAMjAyMS0wMi0wNVQxNzo0MTo1MiswOTowMHkUzjwAAAAASUVORK5CYII=) ist der Wert, der im vorherigen Schritt ermittelt wurde.

Beispiel:

Für die Funktion ![f(x)=x^3+2x+5](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJIAAAAUCAQAAADMm6zAAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQflAgURKTXIUhFMAAAC3ElEQVRYw92Y4XXaMBDHf+rLAArZQN1AkAnqbuCQCepsYF4m6CMbOJ0gcTbA3aCwAd6gwAbXDxghYxuD45a8nngPyTrdnU73P52thI9CKkAD93yXxaVtOSBpaejzZ7o11hiBiGW/ct/fPrWcbsiocXKsbK/n9UVyQJNfOnAqXvDhpjRTluTyVowt9zI5sjhhIpsejdEEfO0mU8XcoDFMJevBEsOMjCWfGfCtHPApIQmpG89aAGL2vL0ATmNJCTpAf4oRBAKE8ByNDc8ta4Q1CVoomyhoImwxDkhalcx6z0wWaTQ93tlWmVkTFb058zO0NUjE+q72c9KYhWzk2d0td6StcTlj3BPUAjUHIAdMBwG6+F91Wn2UrhwGH4jI1ZQX56RAHrxNhBhumWAwDN1MxpTnTk45lLfiFwAj8vNLALl23RHZUYtPpVs1AIYksvBDbOlnAzTrUvgFAiFzQgxrB8kSlyCQMKtpUSWcK/IIiYhIttnlPLg5jhApslODxSfCzRDv9of2J8Q3D+PXK8WSEBHQ29FuVafM0yivSwbxDtYd9GkaTnD7nMSVAMoyF+XBwfJDhgcQSRjI3cEz4bprGVAnr5Zrl2UMG1ZFP5UKzFVKUi4A6jWcLhFUit17LCrfCuVIcndI5XrtFknN8rpHEvFWmn83tmlohNvS3ZYpy/3tNiwS545WDJw3tYpBWfQ2KarI49scel7Nalpc4jkmryOp0BXBj71o2NX9hsWVezgi8Xlk42FvzANPBNuFKuLVmWYPXEs7fI7J6+wiyz0vKgQMugcNb9t9KYvhbu+kynZ5VUGB8IyhisjIeFS/ybwcNDqhlqpSs7yu9BNNWPSf3q9BJipWcINmKPk+A60ruLxIxf2e2+1vSUQgxBLWOaStwO/73a3VWHMZidtfWF/CYZkeXZz+yzi6XFOCitmA1L5cqJBN06cHFZH38Vni41Ppe1Itg25Kes0z/xv9AZMvbSjM5BDCAAAAInRFWHRjb21tZW50AFJlbmRlcmVkIGJ5IFF1aWNrTGFUZVguY29tIEnQtgAAACV0RVh0ZGF0ZTpjcmVhdGUAMjAyMS0wMi0wNVQxNzo0MTo1MyswOTowMK4+fTQAAAAldEVYdGRhdGU6bW9kaWZ5ADIwMjEtMDItMDVUMTc6NDE6NTMrMDk6MDDfY8WIAAAAAElFTkSuQmCC) lautet die Iterationsformel folgendermaßen:

![x_{n+1}=x_n-\frac{f(x_n)}{f'(x_n)}=x_n-\frac{x_n^3+2x_n+5}{3x_n^2+2}](data:image/png;base64,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)

Herleitung:

Wir beginnen damit, dass wir die allgemeine Tangentengleichung aufschreiben:

t(x) = mx + b

Darin ist m die Steigung der Tangente und b der y-Achsenabschnitt. Da wir die Tangente betrachten, die an der Stelle x0 an der Kurve von f(x) anliegt, muss die Steigung der Tangente der Steigung der Kurve an genau dieser Stelle entsprechen. Wir können m also über die Ableitung von f(x) an der Stelle x0 ausdrücken:

m = f‘(x0)

Konvergenz:

Ob das Newtonverfahren immer zum Ziel führt, hängt wie schon erwähnt von der Wahl des Startwertes ![x_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAALCAQAAAAzKa6MAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfkCg8HJB5dejGDAAAAr0lEQVQY023P0U3DQAwG4O8qBjgxwrHBtWzQESLYIN2giBE6QleAEbgVMkK7AU02MA9EJUixX2zps/Q7BVKnePamKLZx8L+Cah90Bp1iVMOyBccQdCLI81ac9E5y+LNnn4vLIQTZ15KMuvtcf0kwypuU05FUZQ1Sj53bPexu48UBe9cZfCCbZnDjQbNNvaZ5T99aTJjkmTwiVnqRJeRVElzm14eQwlql6tXFk3NcfwBslGv5ZuVdjwAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjAtMTAtMTVUMDc6MzY6MzArMDk6MDCODBOWAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDIwLTEwLTE1VDA3OjM2OjMwKzA5OjAw/1GrKgAAAABJRU5ErkJggg==) ab. Die Folge der berechneten Werte ![x_0, x_1, x_2, ...](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAAAMCAQAAACntAldAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQflAgURKhpIrn/WAAABaklEQVRIx52U7XHCMAyGH3MdwMcIHiFcN/AIvm7QsAFcR8gIdITCBs0KYQO6QRs2UH/ECQZs50P5EcmXx68iW1ICKIfhlT0Gw0a2TLD5zBKVpAkUWAFHg8PQUghjz3xmiUpmN4GdIOAQAe0jQ0VJhU5gEUbA0iSFYiqWHTuOmAVpe+fAMVhuBAHNdxa+ZxwFMiIXEBgOPvl2edotLjjQZljVGThg+u1G5O5VLr44klOJ7tMdGEWPUgqUfZVpsREowuTTThPLqr3ijS1g+QFQJV+A5uo79s9PgUI1ygx9HGOeJ0fI5Ig971GVIH70XqjZqJKamg/1Sy1X4Ir25Hp4GyyfPooxzxYySUJVHOUUVeliHfWiR3q728GtCw823SoP8QiDwwnhJJmiIqyis/zc/ZkynPu6KN1fmLwpfednGWVZy0lptlOJW4qpendz20yvApYK4RDMiiyDGdzLvFoLkz7qkprb7UuYqcQ/Kh/OtRLjmCwAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDIxLTAyLTA1VDE3OjQyOjI2KzA5OjAwHfTgiQAAACV0RVh0ZGF0ZTptb2RpZnkAMjAyMS0wMi0wNVQxNzo0MjoyNiswOTowMGypWDUAAAAASUVORK5CYII=) konvergiert nur dann mit Sicherheit, wenn der Startpunkt ![x_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAALCAQAAAAzKa6MAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfkCg8HJB5dejGDAAAAr0lEQVQY023P0U3DQAwG4O8qBjgxwrHBtWzQESLYIN2giBE6QleAEbgVMkK7AU02MA9EJUixX2zps/Q7BVKnePamKLZx8L+Cah90Bp1iVMOyBccQdCLI81ac9E5y+LNnn4vLIQTZ15KMuvtcf0kwypuU05FUZQ1Sj53bPexu48UBe9cZfCCbZnDjQbNNvaZ5T99aTJjkmTwiVnqRJeRVElzm14eQwlql6tXFk3NcfwBslGv5ZuVdjwAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjAtMTAtMTVUMDc6MzY6MzArMDk6MDCODBOWAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDIwLTEwLTE1VDA3OjM2OjMwKzA5OjAw/1GrKgAAAABJRU5ErkJggg==) schon ausreichend nahe an der gesuchten Nullstelle liegt. Die Newtoniteration stellt also ein lokal konvergentes Verfahren dar. Der Bereich um die Nullstelle, innerhalb dessen man den Startwert wählen darf, sodass das Verfahren garantiert konvergiert, wird Konvergenzbereich genannt.

Liegt der Startwert ![x_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAALCAQAAAAzKa6MAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfkCg8HJB5dejGDAAAAr0lEQVQY023P0U3DQAwG4O8qBjgxwrHBtWzQESLYIN2giBE6QleAEbgVMkK7AU02MA9EJUixX2zps/Q7BVKnePamKLZx8L+Cah90Bp1iVMOyBccQdCLI81ac9E5y+LNnn4vLIQTZ15KMuvtcf0kwypuU05FUZQ1Sj53bPexu48UBe9cZfCCbZnDjQbNNvaZ5T99aTJjkmTwiVnqRJeRVElzm14eQwlql6tXFk3NcfwBslGv5ZuVdjwAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjAtMTAtMTVUMDc6MzY6MzArMDk6MDCODBOWAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDIwLTEwLTE1VDA3OjM2OjMwKzA5OjAw/1GrKgAAAABJRU5ErkJggg==) außerhalb des Konvergenzbereichs, so kann die Folge divergieren, oszillieren oder auch gegen eine andere Nullstelle der Funktion konvergieren.

Varianten des Newton-Verfahrens

Das größte Problem bei der Anwendung des [Newton-Verfahrens](https://mathepedia.de/Newton-Verfahren.html) liegt darin, dass man die [erste Ableitung](https://mathepedia.de/Differentialrechnung_Reelle_Funktionen.html) der [Funktion](https://mathepedia.de/Abbildungen_und_Funktionen.html) benötigt. Die Berechnung dieser ist meist aufwändig und in vielen Anwendungen ist eine [Funktion](https://mathepedia.de/Abbildungen_und_Funktionen.html) auch nicht explizit, sondern beispielsweise nur durch ein Computerprogramm gegeben. Im Eindimensionalen ist dann die [Regula Falsi](https://mathepedia.de/Regula_Falsi.html) vorzuziehen, bei der die [Sekante](https://mathepedia.de/Der_Kreis.html) und nicht die [Tangente](https://mathepedia.de/Der_Kreis.html) benutzt wird. Im Mehrdimensionalen muss man andere Alternativen suchen. Hier ist das Problem auch dramatischer, da die [Ableitung](https://mathepedia.de/Differentialrechnung_Reelle_Funktionen.html) eine [Matrix](https://mathepedia.de/Matrizen.html) mit n^2n2 Einträgen ist, der Aufwand der Berechnung steigt also quadratisch mit der [Dimension](https://mathepedia.de/Dimension.html).

Vereinfachtes Newton-Verfahren

Statt die [Ableitung](https://mathepedia.de/Differentialrechnung_Reelle_Funktionen.html) in jedem Newton-Schritt auszurechnen, ist es auch möglich, sie nur in jedem n-ten Schritt zu berechnen. Dies senkt die Kosten für einen Iterationsschritt drastisch, der Preis ist ein Verlust an Konvergenzgeschwindigkeit. Die Konvergenz ist dann nicht mehr quadratisch, es kann aber weiterhin superlineare Konvergenz erreicht werden.

Inexakte Newton-Verfahren

Eine ähnliche Idee besteht darin, in jedem Schritt eine [Approximation](https://mathepedia.de/Approximation.html) der [Ableitung](https://mathepedia.de/Differentialrechnung_Reelle_Funktionen.html) zu berechnen, beispielsweise über finite Differenzen. Eine quantitative Konvergenzaussage ist in diesem Fall schwierig, als Faustregel lässt sich jedoch sagen, dass die Konvergenz schlechter wird, je schlechter die [Approximation](https://mathepedia.de/Approximation.html) der [Ableitung](https://mathepedia.de/Differentialrechnung_Reelle_Funktionen.html) ist.

Newton-Krylow-Verfahren

Für die numerische Lösung nichtlinearer [partieller Differentialgleichungen](https://mathepedia.de/Partielle_Differentialgleichungen.html) bietet sich prinzipiell das [Newton-Verfahren](https://mathepedia.de/Newton-Verfahren.html) als Grundlöser an. Die entsprechende [Jacobi-Matrix](https://mathepedia.de/Jacobi-Matrix.html) ist immer dünnbesetzt und so bieten sich [Krylow-Unterraum-Verfahren](https://mathepedia.de/Krylow-Unterraum-Verfahren.html) zur Lösung der [linearen Gleichungssysteme](https://mathepedia.de/Lineare_Gleichungssysteme.html) an. Man spricht dann von Newton-Krylow-Verfahren. Im Krylow-Verfahren selbst tritt die [Jacobi-Matrix](https://mathepedia.de/Jacobi-Matrix.html) nur in Matrix-Vektorprodukten auf, welche als [Richtungsableitungen](https://mathepedia.de/Richtungsableitung.html) interpretiert werden können. Approximiert man diese durch Finite Differenzen, so erhält man komplett matrixfreie Verfahren.